4. CONCLUSIONS

The financial crisis has clearly proven the importance of the link between macro and finance, and has emphasized the importance of recognizing a role for uncertainty. AGOPP present an interesting summary of the forecasting methods adopted by two of the major central banks, and give applied forecasters useful suggestions for further work that can help improve central banks’ forecasts.
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According to a famous saying, one “should never ask what’s inside a sausage and an economic forecast.” We still do not dare to ask how a bratwurst is made, but the authors are to be commended for having written an article that brings to a wider audience an overview of how the forecasting process is conducted in two major central banks, the European Central Bank (ECB) and the Federal Reserve Bank of New York (FRBNY). The reader can appreciate the many challenges faced by forecasters, who have to address a wide variety of issues, ranging from data aggregation, incorporation of judgment, model combination, mixed frequency data, and structural breaks. Forecasters in central banks, unlike forecasters in academia, do not have the luxury to postpone their analysis if they find major roadblocks on their way: their forecasts are needed at regular frequency as a major input into the monetary policy decision process.

The article starts with an in-depth description of the forecasting process at the ECB and the FRBNY. Readers interested in understanding the institutional background behind the forecasts will find this section particularly useful. It then compares and evaluates point forecasts produced by the ECB and FRBNY for gross domestic product (GDP) and inflation during the global financial crisis. A related section is dedicated to explore how and to what extent the inclusion in the forecasting model of high-frequency financial variables improves the macroeconomic forecasts. The article also has a section discussing the development of a broader conceptual framework for the forecasting process, emphasizing in particular scenario-driven forecasting schemes and distributional features to evaluate macroeconomic risks.

In this commentary, we will first provide some broader comments about the nature and characteristics of forecasting in central banks, followed by more specific suggestions about the analysis and results presented in the article.

1. BROADER COMMENTS

The broader comments are interrelated and call for central bank forecasters to give more insight into how forecasts enter the central banker’s decision-making process.

It would be incredibly helpful to the reader to know how forecasts are used in a central bank. The authors are rather silent on this aspect, as a discussion about the purpose of the forecast is missing. From a purely econometric and decision theory perspective, forecasts serve the purpose to help the decision maker to take better decisions. However, since central banks are major players in financial markets and in the macroeconomy in general, one could think that the publication of forecasts may also serve to coordinate market expectations. In other words, there is a strategic element in the production and publication of the forecasts which in our opinion deserves more discussion.

Pushing deeper along these lines, Clive Granger has nailed into our heads the concept that forecast evaluations cannot be carried out in a vacuum, but rather need to take into account...
how the forecasts are used in the decision process. Optimal decisions maximize expected utility, which combines forecast densities and the utility function of the decision maker. It is therefore not possible to talk about risks, without also taking a stance on the preferences of the decision maker. Under- or over-estimation of GDP and inflation is not necessarily a sign of poor forecasts. It could simply indicate asymmetric preferences of the decision maker. This point has been made for instance by Kilian and Manganelli (2008) or by Elliott, Komunjer, and Timmermann (2008). In particular, Kilian and Manganelli (2008) backed out the estimated preferences of the U.S. Federal Reserve Bank during the Greenspan tenure, showing that it was characterized by asymmetric aversion to deflation and output expansions.

Another general comment is about judgment. Judgment is pervasive in any real world decision-making process. It is actually how most decisions are taken in our daily life. Not surprisingly, judgment and rules of thumb play an important role also in the forecasting process of central banks. The authors tell us many times how forecasts are often modified according to judgment, for instance until the outcome “can be explained and defended to senior management.” Yet, the process of how judgment is incorporated into the forecast remains unclear and there is no clear description or discussion about this in the article. To be fair, attempts to formalize this process within the classical framework are still very rare also in the academic literature (see, for instance, Manganelli 2009; Gonzalez, Hubrich, and Tesasvirta 2009). One is often referred to Bayesian techniques, which in theory allows for the possibility of incorporating judgment via the priors. In practice, however, the decision maker is left overburdened with the task to map her judgment about inflation or GDP into a complicated multivariate prior on structural model parameters about which she often knows close to nothing (see the discussion in Manganelli 2009).

2. FORECASTING DURING THE GLOBAL FINANCIAL CRISIS

Turning now to more specific comments, the authors investigate the important issues of forecast accuracy and failure during the global financial crisis across institutions. During the global financial crisis, the dramatic fall of GDP growth and the extraordinary volatility in euro area headline inflation made them extremely difficult to forecast, even in the short term. All institutions engaged in official forecasting had a very poor record, and the ECB/Eurosystem (henceforth ECB) and the FRBNY were no exception. The limited comparability of the projections of the two institutions for inflation notwithstanding. Section 3 of the article shows that the ECB and the FRBNY exhibit similar deteriorations of the 1-year-ahead forecast of GDP growth. During the crisis period, the ECB’s inflation forecast, in contrast, clearly worsened more. However, as the authors point out, the ECB’s quantitative aim of price stability is defined in terms of the harmonised index of consumer prices (HICP) that includes highly volatile food and energy prices that are excluded from the core consumer price index (CPI) inflation measure relevant for monetary policy of the Federal Reserve in the United States. In this context, it is noteworthy, that Hubrich and Skudelný (2011) found root mean square errors when analyzing forecast accuracy for HICP excluding food and energy for the euro area that were similar in the precrisis period and a period including the global financial crisis as is found by the authors for the United States. For HICP total (including food and energy) other institutions made similar forecasting errors as the ECB, as Figure 1 illustrates.

Figure 1 shows the evolution of forecasts for annual inflation from different institutions and private forecasters in 2009, a year in which it was particularly difficult to forecast inflation. The first forecasts represented in the chart have been made in January 2008 and were subsequently revised over time at different time intervals (mostly monthly or quarterly). The last forecast for annual inflation in 2009 was published in October 2009. While the outcome of annual inflation in 2009 was 0.3% (the red dot end-2009), it took until mid-2009 for forecasts of different institutions and private forecasters to come close to this number. Also, the different forecasts appear to be quite diverse.

As Figure 1 illustrates, it is an important question for policy institutions as well as academia how to improve forecasting models and, in particular, how to address the deterioration of forecast accuracy in crisis episodes. There are a number of different ways to address this issue: (1) to use mixed frequency methods to incorporate more detailed and timely information on financial variables; (2) to employ forecast combination methods to hedge against bad forecast performance of single models.
during such periods and provide more robust forecasts; and (3) to consider risk scenarios.

The study by Alessi et al. (2014) in particular considers (1) and (3). In Section 4, they ask whether the financial market signals were fully accounted for. To address this question, they employ a simple average of mixed-data sampling (MIDAS) regressions involving one of the financial series considered at a time and Bayesian model averaging (BMA). In Section 5, they consider scenario-driven risk profiles.

3. The Role of Financial Information in the Forecast

Financial market information has of course always been part of the input into forecasts of Central Banks. However, the global financial crisis has triggered an intense discussion of how financial market information should be incorporated in macroeconomic models in general. More weight is now assigned to the role of financial markets, in particular, in the amplification of the macroeconomic effects of financial crises and the feedback effects between the financial sector and the macroeconomy.

The authors present results from a simple average across MIDAS regressions of the forecast errors of the ECB/Eurosystem and the FRBNY, respectively. The authors argue that their finding suggests that MIDAS regressions with financial variables could have improved the forecast accuracy of GDP growth forecast. They support this conclusion by showing improvements in terms of average $R^2$ of MIDAS regressions over a simple autoregressive model of the forecast errors not including any financial information. The MIDAS regressions contain forecast errors of the respective central bank regressed on different single financial variables on a daily basis. This is indeed a noteworthy finding. The literature has so far presented mixed results on the role of financial variables in improving forecast accuracy. It would therefore be interesting to investigate more in-depth what is driving the results presented in this article. The current set of results raises three potential reasons: (1) MIDAS models are more effective than other approaches at incorporating mixed frequency information; (2) the information contained in higher frequency financial variables is “per se” helpful in improving forecast accuracy; and (3) the use of model averaging drives the improvement in the results.

To better understand points (1) and (2), it would be useful to discuss the results in the light of the findings of the literature. For instance, Banbura et al. (2013) found that daily financial variables do not help improving precision of GDP nowcasts of mixed frequency dynamic factor models for U.S. GDP. On the other hand, with MIDAS models a role for financial variables in predicting economic activity has been found by Andreou, Ghysels, and Kourtellos (2013). On point (3), Hubrich and Skudelný (2011) found that forecast combination does hedge against bad forecast performance in crisis times for euro area inflation. To address point (3), the authors discuss the results underlying the summary statistics that they present in Table 5 for the euro area (the single MIDAS regressions are not shown for space constraints). They find that commodity prices, fixed income indicators, the change in stock market volatility, and corporate bond spreads sometimes improve the forecast over the autoregressive model of order one. However, the improvement in forecast accuracy is only evident for certain horizons and those horizons vary across variables. Therefore, the improvement of MIDAS regressions with financial variables across all horizons displayed by the authors in Table 5 is at least partly coming from the averaging of the different MIDAS models.

4. The Role of Nonlinearities

One more general question is to what extent the forecast improvement due to financial variables might differ between normal times and crisis times. The split-sample analysis presented for the United States goes some way to address this question. Two recent attempts from the literature to incorporate financial market information into empirical macroeconomic models and at the same time allowing for nonlinearities to distinguish between different stress episodes are Hubrich and Tetlow (2012) and Hartmann et al. (2014). Both articles incorporate measures of financial instability into an empirical macroeconomic model.

As an illustration, we first present impulse responses from Hartmann et al. (2014), focusing on the systemic dimension of financial stress and its potential implications for the euro area. They find striking differences in terms of output and inflation reaction to a financial stress shock between the systemic fragility regime and the tranquil regime (see Figure 2). In
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tranquil regimes, industrial production growth and inflation display hardly any reaction to a shock in the level of financial distress. By contrast, in the systemic fragility regime a positive shock in financial stress leads to a quick, severe, and protracted contraction in economic activity and a decline in inflation. For example, a positive one standard deviation shock by 0.1 leads to a sharp decline in output growth by about 2 percentage points over the first 5 months.

For the U.S. economy, Hubrich and Tetlow (2012) presented different forecasts conditional on high stress and normal regime from a Markov switching model.

Figure 3 shows two forecast paths from the end of the sample in December 2011, one (the red solid line) conditional on a high-stress regime in both coefficients and variances, the other (the blue dashed line) conditional on a low-stress regime. The stress forecast (Figure 3, right panel) is much lower in normal times than in high-stress episodes. Personal consumption growth (Figure 3, left panel) is much weaker in the high-stress regime and is accompanied by elevated levels of financial stress. The results in Hubrich and Tetlow (2012) for the United States and Hartmann et al. (2014) for the euro area suggest important nonlinearities in the relation between financial instabilities and the macroeconomy.

Overall, some broad lessons can be drawn from recent studies, including the present one, for economic forecasting from the global financial crises: first, a greater variety of tools is needed to better cope with similar crisis episodes in the future, in particular to account for financial factors, nonlinearities, and exploit new data sources. Second, there is a need to employ and develop further methods to handle the complexity arising from a large number of tools, in particular forecast combination methods. Third, further development of risk assessment and scenario analysis is important, for instance the use of scenarios to consider low-probability, high-impact events.
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